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ABSTRACT 
All research should be guided by a process that begins with the researcher‟s philosophical world view and then 
details why the research has value, how the research was done, and why the particular approach was used. In 
addition, this process should be made known to the research community. In this paper we argue that theoretical 
or applied computing research does not normally conform to this common approach of being explicit about the 
research approach used but that it should do so. We adopt a pragmatic world view and use an argumentation 
method within a philosophical analysis design to support our position. We then adopt an accepted conceptual 
model of research methodology structure and use two examples to show that it can be applied across the field 
of computing. In addition, we propose a set of questions that could guide researchers in assessing the validity 
of their research. The model and the questions can be introduced to postgraduate students and developing 
researchers to assist them in planning and reporting their research. In addition to the practical contribution 
made by the model and questions, this paper adds to the debate about the place of research methodologies in 
computer science research. 

                 Keywords: research methodology, research design, research methods, conceptual model, computing 

 

INTRODUCTION 
Although the term research can have many different meanings determined by the context in 
which it is used, academic research can been seen as systematic inquiry, based on experience 
and reasoning, seeking to discover truth, solutions to problems, and new conclusions, leading to 
a greater understanding of our world (Oates, 2006; O‟Leary, 2017; Olivier, 1999; Walliman, 
2001). Doing good research involves drawing on other academics‟ work to focus one‟s own study 
and develop research questions or identify research aims; formulating an appropriate strategy 
to answer the questions or to achieve the aim; doing the research; and then reporting on the 
outcomes of the study (Mouton, 2001; Oates, 2006). Choosing an appropriate strategy 
 
for, or approach to, addressing the research problem (questions and/or aims), often termed the 
research methodology, is a crucial part of doing research that is accepted in the academic 
community (O‟Leary, 2017). 
We believe that all research should follow a rigorous process that clarifies the researcher‟s 
standpoint and details why the research has value, how the research was done, and why the 
particular approach was used, and that this process should be made known to the research 
community. This is in agreement with Derntl (2014) who, in his article on writing for pub- 
lication, is clear that the how of doing the research (methods, materials, theories) should be 
explicitly stated in the body of a research article. Furthermore, we concur with Thorne (2016) 
that academic researchers need to have a solid grasp of “why” the research adds to a body of 
knowledge and disciplinary understanding, and that just because there is a gap in the field does 
not mean that it necessarily has to be studied and filled. 
In this paper we argue that all PhD graduates should have a broad understanding of re- search 
methodologies and deeper knowledge in the specific areas that are relevant to their own field.  
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This means that such researchers should know about the most important philosoph- ical world 
views and how a chosen view influences their research. They should understand research 
designs and be able to argue the strengths and weaknesses of these. In addition, they should be 
able to discuss the methods that are often associated with different designs. In our experience, 
from many years of reviewing and examining, researchers and students in comput- ing, 
especially those in more theoretical or applied areas, tend not to report on the research 
methodology they have used in their work in articles or theses. In the more socially oriented 
research areas, reporting on one‟s methodology is expected and sometimes even required. It is 
our belief that the methodologies used in theoretical or applied computing research should be 
more visible, if only as a guide to others new to the field and present a possible approach that 
can be used. We believe that explicitly presenting and arguing about one‟s research method- 
ology will get the “philosophy” back into PhDs in theoretical or applied computing research and 
make for better future academics rather than technicians who simply carry out projects. 
In Section 2 we clarify our use of terms, set the context of our research, and further develop our 
argument. In Section 3 we present the conceptual model we have selected for this paper and 
show how typical theoretical or applied research projects may employ this model and be given 
authenticity by an explicit statement of the research approach used (Section 4). Section 5 
discusses the contributions of this paper. 

 
1 CONTEXT AND MOTIVATION 

1.1 The computing disciplines 
The Association of Computing Machinery (ACM) defines computing as “any goal-oriented 
activity requiring, benefiting from, or creating computers” (Shackelford et al., 2005, p. 9). 
Computing as a discipline covers a wide range of topics/subjects and the ACM overview re- port 
divides the computing field into five broad disciplines – computer engineering, computer 
science, information systems, information technology, and software engineering (Shackelford et 
al., 2005). In this paper we adopt the relatively common South African categorisation of 
information systems (IS) and computer science (CS) as being the two “arms” of the computing 
discipline and which are often located in two different departments (sometimes in different fac- 
ulties) in universities (Sanders & Alexander, 2015). IS could be considered to cover the more 
socially oriented aspects of the discipline while CS is generally more technical and science 
oriented. We do not specifically discuss other fields in the discipline (for example, Software 
Engineering or Information Technology) – we mainly differentiate between the more social side 
and the more theoretical side and leave it for the interested reader to determine where their 
own sub-discipline resides. We also acknowledge that researchers in the computing field are not 
necessarily locked into their areas of research – some CS researchers do socially ori- ented 
research as well as theoretical or applied research and some IS researchers do research which is 
theoretical or applied. For convenience, in the remainder of the paper, when we refer to CS 
research we mean the theoretical or applied types of research more commonly done by 
computer scientists. 

 
Computing research 
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Researchers in computing work in diverse fields and publish in a broad range of conferences 
and journals. Olivier (1999) notes that there are three main strategies that could be used 
in computing research: novel ways of combining or blending current disparate knowledge 
into a more coherent whole; finding a solution to a problem for which there is no current 

solution; and finding a better solution to a problem that has already been solved, or solved 
incompletely. He further sees the quality of this research in the “beauty” of the solution – its 
“simplicity, originality and generality” (Olivier, 1999, p. 4). 

IS researchers typically study how information systems are designed, developed, adopted 
and used by individuals, groups, companies, institutions, and society in general (Oates, 2006). 
CS research, in contrast, reflects its origin in both formal approaches like mathematics and 

technical ones like engineering. Hartmanis (1993) notes that CS is different from other sci- 
ences and argues that theories in CS are used to develop models, measures and evaluation 
methods for various topics. CS research is also about efficiency and optimality, and has a 
“how” motivation rather than a “why” motivation. Ramesh et al. (2004) studied 628 CS re- 
search papers over a five-year period and concluded that CS research generally focuses on five 
major topic areas: problem-solving concepts, computer concepts, systems/software concepts, 
data/information concepts and problem-domain-specific concepts. The majority of papers 

they studied focused on formulating a process, method, or an algorithm. This largely agrees 
with Hartmanis‟s stance. 

1.2 Research methodologies in computing 
As there is no universally agreed upon understanding of what research methodology is, it is 
necessary that we be clear on what we mean, especially as it relates to the conceptual model that 
we discuss in section 3. A research methodology can be seen as the conceptual work that forms 
the logic of a research endeavour – the research goal and questions, the contribution to the 
discipline‟s knowledge, which approaches, designs, and methods are to be used, and why these 
are appropriate (Verschuren & Doorewaard, 2010). It, thus, provides the justification or 
rationale for the purpose of the research and the choices concerning research designs and 
methods. How the research is then actually implemented forms the more technical part of a 
research endeavour. 
In IS research projects, methodology is usually explicit and generally expected to form a key 
part of a research article. There are many online resources (see, for example Association for 
Information Systems (2019)), books (Oates, 2006; Olivier, 1999; Whitman & Woszczynski, 
2004; Willcocks et al., 2015, 2016), and research publications (Galliers & Stein, 2018; Myers, 
1997, 2018; Nunamaker Jr et al., 2015; Petter et al., 2018; Walsham, 2018) that elucidate or 
debate the nature of IS research and how it is performed. However, in most CS research 
articles/theses, methodology is often implicit and scarcely visible, and sometimes completely 
ignored. Holz et al. (2006, Table 1, p. 99) searched for “research method” in research art- icles 
published by the ACM SIGs and show that research areas on the “social science” side (for 
example, management information systems and information technology education) of the 
computing discipline are more likely to use that term than research areas on the other extreme 
(for example, computer architecture, operating systems, algorithms and computation theory). 
This rather limited study seems to validate the current expectation in the computing research 
domain that research in the more theoretical fields does not require (or even benefit explicit 
statement of the research methodology utilised. 
CS has developed research methodologies that borrow from the two broad fields of math- 
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ematics and engineering (Demeyer, 2011). Hassani (2017) ascribes the fact that CS does not 
have well defined and accepted methods for research to its relative youth as a discipline to- 
gether with its extensive overlap with other disciplines. It should be noted that while there are 
many computing research methodology textbooks (for example, Oates (2006)) these tend to 
concentrate on IS type research projects with much less concentration on theoretical or applied 
computing type projects. 
Connolly (2020) recently argued that computing is moving in the direction of the more 
methodologically pluralist social sciences due to the ubiquity of computing in everyday life, and 
that computing research is expanding beyond traditional computing fields into areas such as 
health care, education, and social computing. Such a multidisciplinary approach is going to 
require a broader recognition and understanding of how research may be conducted in these 
wider fields of enquiry, which will improve computing research approaches. 
The contrast between how research methodologies are handled in IS and CS research is 
reflected in the training of students in the two disciplines. In current IS student dissertations, 
theses, or research proposals, an explicit discussion (at least a chapter) of the chosen research 
methodology is required (Mouton, 2001). Many CS theses have no such chapter (see for ex- 
ample Ade-Ibijola (2016), Motara (2018) and Sanders (2002) and many other theses1). 
Furthermore, although it is common to teach research methods in the social sciences, it is less 
common in the computer sciences (Punyabukkana, 2017). There are many advocates for 
research methodology courses for IS students but fewer for CS students. For example, in 2004, 
Caplinskas and Vasilecas (2004) argued that IS was a developing discipline and that students 
should be taught about research methodologies so that appropriate discussions of the 
methodologies that they had used could be included in their theses. As the output from an ACM 
ITiCSE 2006 working group, Holz et al. (2006) presents a concept map for the teaching of 
Computer Research Methods (CRM). They suggest that formalising CRM could be a useful 
starting point for developing a methodology course, but even this structure seems to favour IS-
type research. More recently, Håkansson (2013, p. 67) states that in the computer sciences 
“methods and methodologies are commonly neglected, or avoided, and regarded as „necessarily 
vicious‟.” She argues that, if research methodologies are applied, this is often done after the 
research is conducted and that students misunderstand and misapply them. The portal she has 
developed aims to assist students conducting research or degree projects to choose appropriate 
methods and methodologies to steer their work to achieve proper, correct and well-founded 
results. In addition, Hassani (2017) advocates that CS researchers and lecturers should continue 
to polish their ideas on methodologies and to share these ideas with students and emerging 
researchers. 
 

1.3 Local context 
In the School of Computing at the University of South Africa (Unisa) we have both IS and CS 
students, although there are many more IS students. Postgraduate students have to complete a 
compulsory one year proposal module before being allowed to register for their thesis. The 
documentation for the Master‟s and Doctoral proposal module is largely focused on a 
preliminary literature review to find a research gap and associated research questions as well as 
the appropriate research methodologies for answering the research questions. All students are 
expected to produce a proposal with a “research methodology” chapter, however supervisors of 
theoretical or applied computing topics often do not require it of their students. The effect of the 
difference in the way research methodologies are taught in IS and CS means that CS students 
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(and in some cases, their supervisors) often do not know how to deal with these requirements. 
Sometimes, the students, with limited guidance from their super- visors, try to define research 
methodologies without a real understanding of those used in the discipline. The benefits of 
using accepted theories for developing an approach, which incor- porates a philosophical world 
view, research design and appropriate methods, towards doing 
the research are lost, and students essentially begin their research projects “rudderless”. 
Our experience, as external examiners, shows that the tendency to ignore methodologies in 
 
research work that is deemed to be “more theoretical” is not only prevalent at our university. 
The absence of an explicit statement of research methodologies in CS and how they are used to 
structure and validate one‟s research, can be seen in dissertations, theses and research papers 
from other institutions as well. Some students manage to produce adequate or even good 
research, in spite of the seeming lack of a considered approach, but other students produce 
documents that show that they do not really understand the process of doing research. 
 

1.4 Motivation 
We agree with other researchers (Caplinskas & Vasilecas, 2004; Demeyer, 2011; Håkansson, 
2013; Holz et al., 2006) that it is important that all computing PhD students should be taught 
about research methodologies and encouraged to be explicit about the use of these in their 
work. As additional support for our argument, we note that many guidelines to examiners of 
Master‟s dissertations and PhD theses include a statement that says the dissertation/thesis 
must show that candidates are acquainted with the methods or techniques of research 
(University of KwaZulu-Natal, 2020; University of South Africa, 2014; University of the 
Western Cape, 2019). These guidelines sometimes expand this statement to say that candidates 
“should understand the nature and purpose of their investigations” (University of KwaZulu-
Natal, 2020, p. 1). We believe that this means that universities require their candidates to know 
about and apply relevant methodologies in their research. Students who understand the various 
philosophies and approaches that can be adopted in doing research and are able to articulate 
their own philosophies and approaches in their documents are much more likely to do good 
research. They are also more likely to be able to convince examiners that they meet the 
requirements for the degree. 
Other drivers for the explicit statement of a research methodology for any research are the 
increasing demand for researchers to consider the ethical implications of their research, the 
increasing prevalence of multidisciplinary research (Connolly, 2020), and issues relating to 
reproducibility in research (where it is not only the data that has to be available but also exactly 
how it was used – the methodology). 
 

1.5 The philosophy of research 

Our view is that CS research should be formalised by rigorous approaches that guide, and 

enable, researchers to do quality research. Researchers should also be able to argue about 
the validity and relevance of their research. As much as Thorne decried the loss of a solid 
philosophical understanding of research in the nursing field in her editorial entitled “PhD 
without the Ph?”, we believe there may be a similar loss in CS. Prather et al. (2009) argue for 
putting the “Ph” back into “PhD” in ecological sciences. They say that PhD students sometimes 
lose sight of how their research fits into the current theories of the discipline and pose a number 
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of questions that they believe students should bear in mind in the course of their PhD work. 
Inspired by these researchers we have defined our own list of questions to guide CS researchers, 

especially PhD students, in doing good research. 

• What explicit theoretical dilemma and conceptual underpinning (not just a gap) in CS 

has inspired my research? 

• How would truth (and/or fact) be evaluated in the research? 

• Which concepts/models/assumptions from the discipline are integrated in my methodo- 

logy? 

• What are the implications of my results for the wider field of CS? How do they relate to 
this wider field? In which scope (space, time, and processes) could the results apply? 

• How do my results challenge or support existing approaches to truth/fact and theory? 

We believe that if CS students (and researchers) develop a good understanding of research 
methodology, then they will be far more able to answer questions like those above and they 
will be better able to argue the relevance and value of their research. This is in line with the 
view expressed in Prather et al. (2009, p. 390), that “our dissertations have the ability to 

modify existing theories, but only if we understand how our hypotheses were derived from 
theories.” In addition, in response to the Prather et al. position statement, Crowl says (Prather 

et al., 2009, p. 390): “Putting the data before the theoretical drivers is tantamount to „putting 
the cart before the horse‟ and will surely lead to little or no theoretical or even corrective 
improvements.” In the section below we describe our efforts to make research methodology 
in CS more explicit and useful. 

 
2 A CONCEPTUAL MODEL 

A conceptual model of research methodologies in computing fields of study has been proposed 
(Pilkington & Pretorius, 2015). Note that the model is not significantly different from other 
models (for example, Creswell (2014), Oates (2006) and Saunders et al. (2009) and others) 

but it focuses on the structure of the designs and methods typically used in the computing field 
(while the other models do not necessarily have that focus). This makes the model appropriate 
for our study and we expand on it here, focusing on CS research (see Figure 1 for a simplified 
UML class diagram). 

A research endeavour, including those in CS, is underpinned by a philosophical world 
view and has one or more research designs that guide the process of the research, where each 
research design uses one or more research methods in carrying out the design and gathering 
data. Simplified descriptions of the various world views, designs, and methods are provided 
below only to sketch the basic background; researchers should read up further on their selected 
approaches when preparing for, and presenting, their research.   The intention here is only 
to provide a structure in which a researcher can locate her or his work rather than a rigid 
framework that directs it. 
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Philosophical world view 

The philosophical world view forms the basic belief about what is reality, truth, and know- 

ledge, and guides the choices that are made in a research endeavour. Although this is often 
implicit in CS research, it is argued that it is nonetheless present, even if undeclared (Wahyuni, 
2012), and that rigour can be improved in such research by acknowledging the philosophical 

perspective taken by a researcher. 
Typical world views prevalent in CS research are the following, although these are certainly 

not the only world views that are common in computing research. 

• Postpositivism: This is the notion that there is a shared, independent reality that exists 

that we can only partly know to some level of probability (Walliman, 2001). It aims to 
find deterministic, causal relationships between various variables and their associated 
phenomena (Creswell, 2014). Deductive logic and testing of hypotheses via experiment- 
ation are used to build reliable knowledge. It is largely quantitative and empirical in 

nature, based on careful observation and measurement (Walliman, 2001). The role of 
the researcher is to be an objective seeker of truth. 

• Pragmatism: For pragmatists, truth is that which can be practically applied, and so ideas 
and theories are those that have practical value as solutions to problems (Creswell, 2014). 
For research, it means that all approaches available and useful to understanding a prob- 

lem are used, often leading to pluralist, mixed method type research. Pragmatism does 

not hold to any one particular philosophy of truth or reality (Creswell, 2014), allowing 
the researcher the freedom to choose the best approach that will lead to the intended 
outcomes. 

• Interpretivism: This view holds that the researcher‟s task is to find and make sense of 
the meaning that other people give to their experience, inductively developing under- 
standing and theory based on interpreted patterns discerned in such meaning (Creswell, 
2014). The aim, thus, is not causal explanation of phenomena, but understanding, which 
is in keeping with a view of the world as not being mechanistic but organic (Walliman, 
2001). In this approach, neither the participant in the research, nor the researcher, are 

neutral entities independent of the context that is being investigated. 

• Constructivism: For constructivists, the meaning that people ascribe to their experiences 

is socially constructed through interaction with other people (Creswell, 2014). Know- 
ledge is constructed, not discovered, and researchers attempt to understand multiple 
social constructions of meaning that research participants have. Knowledge, thus, is a 
construction by the researcher of an understanding of the constructions of the research 
participants. As much as meaning is negotiated among research participants in their 
interactions, so also the researcher co-constructs meaning and understanding of the con- 

text. 

• Transformative: Such a world view takes a more political or critical view of research, 
and, in working with marginalised communities, rejects the idea of a powerful academic 
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researching the powerless participants. It consciously seeks to explore the historical, 
contextual, and social justice factors that shape experience, and acknowledges that there 
are multiple realities based on various backgrounds and values: social, cultural, gender, 
ethnic, and economic (Creswell, 2014). It advocates for change in the lives of the par- 

ticipants, dealing with issues of oppression, inequality, alienation, and empowerment. 
The transformative researcher often plays a participative role, actively involving parti- 
cipants in the research process. 

It is important that the research design used be consistent with the philosophical world 

view taken by the researcher. For example, it would not make sense to hold to interpretivist 
approaches focused on the experiences of participants and use experimental research designs 
aimed at determining cause and effect. 

 
2.2 Research design 

The research design encapsulates the type of study to be undertaken (Mouton, 2001), and 
is sometimes confusingly termed the research methodology. A research scheme will have at 
least one such design guiding and structuring the study, although more than one design may 

be used where further designs may have equal or subsidiary status and may be run concur- 
rently or sequentially. Two basic types of research designs are recognised: empirical and non- 
empirical (or theoretical) designs (Mouton, 2001). Empirical research is that research which 
seeks to gather empirical (that is, observed or experienced) data, which is then interpreted. 
This division into two design types is not a universal approach, and a qualitative/quantitative 
approach is sometimes also used, although it has been convincingly argued that the research 
designs themselves are rarely intrinsically one or the other (Biggam, 2011). 

Typical research designs prevalent in CS research are the following, where again these are 
not the only designs that are common in computing research. 

• Empirical research designs 

– Design science research: Design science focuses on the development and perform- 

ance evaluation of an artefact, thus leading to a better understanding of the research 
problem for which the artefact was built. There are two main streams in design sci- 
ence, one with the focus on design theory and the other focusing on pragmatic 
design of the artefact. Merging these two emphases leads to both and adds to the 
design theory body of knowledge. Artefacts could be conceptual constructs, 
models, methods and algorithms, instantiations of a system, or better design 
theory. Core texts on design science research include Hevner et al. (2004) and 

Gregor and Hevner (2013). It has been argued that design science research is 
computer science‟s primary research design (Baskerville, 2008). 

– Experimental: The basic idea behind experiments is to try something and note its 
effects (Olivier, 1999). Three basic experimental goals are explorative (discover 
effects), testing (confirming theory in specific cases), and proving a theory correct. 

Many experiments compare two or more experimental cases to help find an effect 
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of a certain variable (keeping all other variables constant, and changing only the 
experimental variable). Experiments can be done in controlled, laboratory environ- 
ments or in naturalistic, field settings. 

– Statistical modelling: Statistical modelling is aimed at developing accurate models 

and representations that approximate phenomena in the real world through the use 
of statistical techniques (Mouton, 2001). The values projected by the model are 
then validated against the actual values found in the real world. Such research 

designs can be used to explore phenomena, as well as find causal links, and may be 
used in predictive studies. The modelling may be deterministic or stochastic (where 
some randomness is included). 

• Non-empirical (theoretical) research designs 

– Algorithms: Research could be designed around finding a new algorithm to solve 
some problem (which will have to be demonstrably better than any current al- 
gorithms), or finding an algorithm for a problem that does not yet have a solution 

(Olivier, 1999). Using an algorithmic approach is a good way to unambiguously and 
concisely express the detail of how a process can be automated, and of convincing 
readers that the problem has indeed been solved. Accompanying the algorithm will 
have to be some analysis of the functionality of the proposed algorithm (Olivier, 
1999). 

– Model/theory building: Models may be used to simplify the many complex details of a 

situation by focusing on the essential parts that are relevant to the problem under 
consideration. Models can be both useful in proposing new ideas (thus tentatively 

showing its value or clarifying initial thinking) or to explore and analyse new ideas 
about existing models and theories (Olivier, 1999). Models can be of different types 
(either abstracting out the essential properties or reducing the scale of the problem 
area), and can be presented formally (often mathematically) or informally (often 
with diagrams to assist understanding) (Olivier, 1999). Note that the model is not 
the point of the research; modelling is a way of structuring the research, and the 
model represents an understanding of a particular area of knowledge, which is what 

the research is aiming at. 

– Mathematical proof: This is one of the few means of definitively showing the of a 
statement (Olivier, 1999). The sorts of approaches used include the use of 
propositional/predicate logic and automata/formal grammars. 

 
2.3 Research methods 

Each research design would use one or more methods in carrying out the research and gath- 

ering data, and these could be of three different types. Note that these methods are generally 

either quantitative or qualitative, although a category to cover more theoretical methods has 
been included. A design that uses more than one method could be termed a mixed method 
approach, and is often used to purposely triangulate data to reach a deeper understanding of 
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the field under investigation (Hammond & Wellington, 2013). 
Typical research methods prevalent in CS research are listed below. Note that qualitative 

research methods are not often used in CS research, and are thus not explored here. 

• Quantitative research methods 

– Measurement: These are data collection methods used for structuring experimental 

research designs and other designs that use some form of organised measurement. 
Typically, data may be collected in single group, experimental/control groups, or 
blind/double blind approaches. 

• Theoretical research methods 

– Argumentation: Such research methods use various forms of argument (deductive, 

inductive, or both) to present an assertion, contention, or discussion using some 

form of textual, symbolic, or mathematical notation. Premises are used to develop 
reasoned conclusions, and challenging (or evaluating) an argument is then based 
on showing that a premise is not true, or that a conclusion does not follow logically 

(Olivier, 1999). 

– Prototype: This is a simplified version of a system that may serve several purposes, 
from being used to show that a concept is implementable (a “proof-of-concept” 
prototype), a guide to show concretely what a final implementation could do, and 
an implementation with which to experiment (Olivier, 1999). They are constructed 
to have the some of the features of a final implemented system, but ignore other 

characteristics. 

– Simulation: A simulation is a working, running model used to investigate systems 
and measure results under different scenarios (Olivier, 1999). 

 
2.4 Positioning this work 

To give an example of how this conceptual model can be used, this article will be placed 

within the structure of a research methodology that is presented above. The position that we 
are taking is based on a pragmatic view of knowledge, in that we believe that there is value 
in the action of making research‟s methodology more visible and considered, and that it lead 
to the better presentation of research. 

The research design that we are following could be seen to be philosophical analysis. This 
design allows us to argue for a particular position in a clear and reasoned manner.  The research 
method being applied is argumentation, where we are using textual arguments to present and 
discuss our position. Thus, the argumentation method is used within a philosophical analysis 
design to offer a reasoned discourse leading to conclusions that we trust will be considered, if 
not convincing. 

We can also use the questions posed in section 2.6 to argue that this paper has relevance 
and makes a contribution in the field. 

• What explicit theoretical dilemma and conceptual underpinning (not just a gap) in CS has 
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inspired my research? 

Various authors (Verschuren & Doorewaard, 2010) have argued that research methodolo- 
gies are important for doing good research. There are no research articles that argue that 

good research can be executed without any planning although some ideas for research 
could be arrived at serendipitously. 

In most disciplines research methodologies are made explicit in articles, theses and dis- 
sertations. In the computing field, this is clearly the case for IS research but does not 
always apply for theoretical or applied CS research – see section 2.3 for discussion of 
this. 

When reviewing other typical approaches to research methodology, there is often no 
consideration of the methods that CS researchers use, which could be why these are 

not included in CS research papers and theses. The conceptual model presented here 
specifically includes such designs and methods in an attempt to broaden the wider un- 
derstanding of research. 

• How would truth (and/or fact) be evaluated in the research? 

Consideration of research articles, theses and dissertations in computing shows that there 
is such a difference – more theoretical or applied computing research tends not to have 
an explicit statement of research methodologies. This could be seen as a reflection of the 
actions of CS researchers – they do what is needed to solve the problem. That is, they 
implicitly adopt a pragmatist view. We argue that it would be useful to other researchers 
if this viewpoint was made explicit. 

A survey of computing professionals may establish why this difference exists but we 

adopt the approach in this paper that all research should be explicit about research 
methodologies. 

• Which concepts/models/assumptions from the discipline are integrated in my methodology? 

In this work, we have made the decision that there is no fundamental dichotomy between 
IS and CS research. All research is based on appropriate research methodologies whether 
these are explicitly stated or not. 

• What are the implications of my results for the wider field of CS? We hope that this paper will 
lead to better presentation of research done in the field of CS and to more well informed 
researchers. 

• How do my results challenge or support existing approaches to truth/fact and theory? 

The paper supports the ideas published by other researchers that research methodolo- 

gies are important, should be well understood by all researchers and will lead to better 
research. 

In the section below we describe how the approach can be applied to theoretical or applied 
CS research. 
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3 EXAMPLES OF COMPUTER SCIENCE RESEARCH 

There are different types of research that one could undertake in computer science. Ramesh et 
al. (2004) provides a detailed characterisation of research in the computing field (CS, IS and 
Software Engineering). The paper suggests some categories of research topics but does not 
really give details of individual topics at a level that would be useful for this paper. Sanders 
and Alexander (2015) present a word cloud of CS thesis topics in South Africa over the period 

of 1978 to 2014 and relate these topics to the 2012 ACM classification scheme (ACM, 2012). 

Again, these topics are not at the correct level of detail for us to show the application of the 
conceptual model in Section 3. 

To illustrate the use of the conceptual model we consider the pervasive area of algorithms 

in computing (the term “algorithm” appears 64 times in ACM (2012)). We chose this area as 
any computing student or researcher will have had significant exposure to the area and the 
types of problems that have relevance there. 

 
3.1 Algorithms 

In Table 1 we present examples of different types of research in the area of algorithms that 

computer scientists may undertake. These examples range from purely theoretical research, 
through more experimental and applied topics, to the more socially oriented educational re- 
search that some computer scientists may undertake. Similar varieties of research topics can 
be identified for other fields in CS. For each example in Table 1 we show what research ap- 
proaches (based on Figure 1) could be applicable to the topic. Note that research topics 6 and 
7 are more on the “soft” side of computing (they are much more like doing social sciences 

research) and so the design and methods used there are not covered in Figure 1 but can be 
seen in Pilkington and Pretorius (2015). 

In addition to the selection of an appropriate approach (methodology), we argue that prior 
contemplation of one‟s research will allow one to consider the merits and potential impacts of 
one‟s research. If we consider the questions posed in Section 2 and apply these to problem 1 
in Table 1 then we can argue the relevance of that research. 

• What explicit theoretical dilemma and conceptual underpinning (not just a gap) inspired 

my research? 

In CS there is well established theory (conceptual understanding) of complexity classes 
(see for example Garey and Johnson (1979)). There is also the well known theoretical 

dilemma P = NP? 

If the problem can be shown to be in P then that theory becomes applicable. 

If the problem seems to be “hard” then the conceptual underpinning would be that there 
are a few fundamental problems that have been shown from basic argumentation to be 
“NP-Complete” and an argument has been made that if a given problem can be reduced to 
one of these fundamental problems then, the two problems are as “hard as each other”. 
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The research is thus inspired by the opportunity to add to knowledge about what types 
of problems belong in what complexity classes. 

• How would truth (and/or fact) be evaluated in the research? 

The truth can be evaluated by determining if the researcher has developed a valid argu- 
ment (a correct proof) based on the existing theories. Which 

concepts/models/assumptions from the discipline are integrated in my methodology? 

The philosophical world view in this research is pragmatism, the design is mathematical 

proof and the method is argumentation. 

The current assumption/existing theory in the discipline is that P = NP. This research 

is not about disproving the theory (that would be much harder to do) but is more about 
adding to the knowledge of P or NP type problems. 

The researcher could start from the basis of trying to understand the problem and then 

either find a polynomial time algorithm or show that the problem is “as hard” as other 
known hard problems. 

In the first situation, the researcher could explore various algorithm design approaches 
to see if these can lead to an algorithm for the new problem. 

In the second case, the researcher‟s assumption could be that the new problem is NP- 

Complete. This implies that he/she can essentially use whatever proof techniques that 
would be considered suitable in order to be able to reduce the new problem to one of 
the fundamental problems. 

• What are the implications of my results for the wider field of CS? How do they relate to this 

wider field? In which scope (space, time, and processes) could the results apply? 

The implications of the results are more knowledge about the classification of problems 

into complexity classes. 

One outcome could be that there is another problem that is NP-Complete and this could 
be used for other reductions as it has been shown to be “as hard” as the fundamental 
problems. 

A different outcome could be that the problem can be solved in polynomial time. 

• How do my results challenge or support existing approaches to truth/fact and theory? 

The results of the research could support the existing theory that P = NP or could add 
knowledge about the problems that can be solved in reasonable time. 

If the researcher considers these questions before starting their research and then returns to 

reconsider them after completing the more technical parts of the research then we argue that 
he/she would be in a much better position to argue that his/her research was a systematic 
investigation based on existing theories and has made a contribution in the field. In this 
case showing that he/she understands the theory behind NP-Completeness and what would 
be required to show a new problem is NP-Complete would help structure the argumentation 
process, would show that the objective has been achieved and would strengthen the argument 
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that a contribution has been made. 
If we now consider problem 5 in Table 1, then it is clear that a researcher could “build 

a tool”, see whether that solves the problem to some extent and then write that up. We 

would, however, argue that the researcher would do better research if they thought about the 

motivation for doing the research, the approach that could be taken to do the research, and 
the implications of doing the research before simply doing it. If we now consider the questions 
posed in Section 2, then the researcher could position their research as below. 

• What explicit theoretical dilemma and conceptual underpinning (not just a gap) in CS has 

inspired my research? 

Research has shown that novices have difficulty in designing algorithms to solve various 

computing problems and many approaches have been developed to teaching algorithm 
design (see for example Kerren et al. (2006)). One argument for this is that novices do 
not develop the same plans as experts and cannot merge plans to solve new problems 
(Soloway & Ehrlich, 1984). 

• How would truth (and/or fact) be evaluated in the research? 

In this case, the researcher is taking a pragmatic approach to the research so the tool will 
be considered to be useful if it can perform as well as an expert in finding the novices‟ 
semantic errors. 

• Which concepts/models/assumptions from the discipline are integrated in my methodology? 

Experts develop plans to solve problems. Novices do not have these plans. We can use 
experts‟ plans to find the errors in novices‟ solutions. 

• What are the implications of my results for the wider field of CS? How do they relate to this 

wider field? In which scope (space, time, and processes) could the results apply? 

The first (most obvious) implication is that if the tool works, then it could be used in the 
teaching of algorithms to novices. A more subtle implication is that the design approach 
used might be useful for developing tools in other areas of CS. 

• How do my results challenge or support existing approaches to truth/fact and theory? 

The results could support the idea of experts having plans and being able to adapt these 
as necessary. It is quite possible that the process of developing and evaluating the tool 
would also lead to new insights about teaching algorithms that had not been considered 
before. 

The other topics in Table 1 can be addressed in a similar fashion. 
We can also apply the approach in more focused research areas. In section 4.2 we show 

how to apply the approach in natural language processing (NLP) (cf. Table 2), which is more 
contained and is classified under artificial intelligence. Here we consider the nature of the field 
in a little more detail and again propose world views, designs and methods that would be 
appropriate. Natural language processing 
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Research in NLP is often classified, as in ACM (2012), in terms of broad problem areas such as 
information extraction, machine translation, natural language generation, speech recognition, 

and language phonology/morphology. Since human languages exist independently of being 
“processed” computationally and did not evolve according to prescribed formal rules, as is the 

case with programming languages, the notion of a language model lies at the core of NLP. Its 

purpose is essentially to assist a computer in deciding whether a given language input is valid 
in the human language being modelled, and the coverage and quality of the model is often a 
determining factor in the quality of the downstream language technology artefact or solution. 

Over the past more than 60 years two important approaches to building language mod- 
els have emerged and are still prevalent in NLP research today: the symbolic or rule-based 

approach; and the data-driven approach. As we consider the most common characteristics of 

these approaches, it is clear that they are quite different and may require diverse methodolo- 
gies. 

Rule-based approaches include the use of state machines, formal rule systems and logic 
formalisms, and linguistic rules (such as grammars), and are often hand-crafted by language 
experts based on (documented) language structures. Such approaches are flexible (as we have 
control over the level of linguistic detail required in the grammar rules, and can extend them as 
needed) and have a high level of precision. This means that they are well-suited to “restricted” 

or specialised domains and applications where controlled language is used and where so-called 
producer quality results are essential. However, human language changes all the time and 
certain rules may be missed or become obsolete, or out-of-lexicon words may be encountered. 
They require highly-skilled developers, linguists and often also knowledge engineers, and are 
usually language specific and do not readily generalise to other languages. 

Data-driven approaches use statistical and probabilistic methods and machine learning 
to process large amounts of textual or language data and learn language patterns. These 

approaches are language agnostic and build their own knowledge, rules and classifiers. As 
such, they allow for the fast development of a language model for any language, provided 
that a sufficiently large, good quality data set is available. Data driven approaches may be 
supervised (where text is annotated by humans) or unsupervised (where a massive corpus is 
necessary). However, these approaches do not allow debugging, and improving or enlarging 
the data set does not guarantee that a specific error will not occur again. They also offer no 

formal guarantees. 
Rule-based approaches are often used for under-resourced languages for which limited data 

and resources are available, but for which linguistic descriptions and/or expert linguists are 
available. On the other hand, well-resourced languages for which increasingly large corpora 
and data sets exist are well suited to data-driven approaches. In practice, the best approaches 
are often hybrid ones, combinations of rule-based and data-driven approaches, which increases 
the obligation of the researcher to be methodologically well informed. This background 

knowledge of NLP will be used to consider various research methodological choices, in the 
context of the conceptual model of section 3, when building language models. 

Philosophical world view Post-positivist and pragmatic approaches would be the most appro- 
priate. 
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• Broadly, rule-based approaches assume an existing “view of the world” – the linguistic de- 
scription of the language being modelled. So, here a post-positivist philosophical world 
view is the appropriate choice. 

• In the case of data-driven, supervised machine learning, suitably annotated training cor- 

pora are needed, which assumes the linguistic knowledge required for an annotation 

scheme. Here, again, a post-positivist world view is proposed. 

• In the case of unsupervised learning (where the training data is not annotated, with 

no explicitly imposed “linguistic view”), a pragmatic philosophical world view seems 
appropriate. 

Research design Empirical as well as non-empirical research designs may be used in building 
both rule-based and data-driven language models. 

• Design science research, because a language model is a computational artefact, the cent- 

ral notion in design science. 

• Experimental, since language models have to be tested and evaluated. 

• Statistical modelling, because statistics, probability theory and machine learning al- 
gorithms form the basis of data-driven language models. 

• Algorithms, since a rule system is per se an algorithm. 

• Model/theory building, since a rule-based language model is usually not merely the 

coding of an already existing set of given rules, but it is often necessary for the researcher 
(together with the linguist) to carefully and systematically refine and formalise informal 
linguistic “rules”, guidelines and practices that have not been formalised to the necessary 
levels of detail before. 

Research methods Quantitative, theoretical and even qualitative research methods are used 

in building language models. 

• Measurement can be used since all language models have to be evaluated. When a gold 
standard corpus or data set is available measures such as precision, recall and F-score 

are often used (Jurafsky & Martin, 2019). For the evaluation of data-driven (including 
neural) language models perplexity is the most common (intrinsic) evaluation metric 
(Jurafsky & Martin, 2019). 

• Argumentation, since rule-based language models as formal representations allow well- 
defined operations and reasoning over them. Examples of formalisms are automata the- 
ory (for example, finite state computational morphology) (Yona & Wintner, 2008), con- 
structive type theory (GF grammars) (Kolachina, 2015), model theory (Kornai & Kracht, 

2015), and many others, and for example, in Peng and Roth (2016) discourse represent- 
ation theory forms the basis for various machine learning semantic language models. 

• Prototyping is a software engineering method that is well suited to, and often used in, 
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the development of language models as computational artefacts. 

• Interviews, the research method under which we classify the collaboration with the ex- 

pert linguist in rule-based approaches. 

In Table 2 we show examples of published research methodology choices for language models 

in NLP. 

 
3.2 Making coherent choices 

We argue that all CS researchers should decide on appropriate methodologies for their research  

(in a fashion analogous to those in Tables 1 and 2) and should consider the philosophical and 
methodological questions posed. In particular, PhD and MSc candidates should follow the 
process as doing so will enable them to make a much clearer exposition of the worth and 
contribution of their research in their thesis or dissertation. 

 
5 CONCLUSION 

As stated earlier, we believe that all research should follow a rigorous and clearly articulated 
process. This process should clarify the researcher‟s standpoint, describe why the research 
has value, describe how the research was done and justify why the particular approach was 
used. We believe that a discussion of the methodology to be applied in any research should 
be included in any students‟ research proposal and in any dissertation or thesis. In addition, 
research articles should also be explicit about the methodology employed. Being explicit about 

the research approach used and considering the underlying philosophical questions both at the 
outset of the research project and at the write up stage will allow researchers to better plan, 
execute and present their research. It will also make it easier for PhD candidates to assess 
whether their PhD thesis has met the objective of presenting research that makes a significant, 
novel contribution in their field. 

In this article we have argued that articles and theses/dissertations in the more theoretical 

or applied areas of computing often do not include discussions of methodology and the related 
philosophical arguments. In order to address this lack we have shown how a conceptual model 
of research methodology structure can be applied to different research topics in the field of 
algorithms – from theoretical topics, to more applied topics, and on to teaching topics 
inthe area; and in the field of NLP, where we focused on building different kinds of language 
models. The model that we have used and the philosophical questions we have proposed can 
be introduced to postgraduate students and developing researchers in order to help them to 

truly appreciate what research entails and to assist them in producing better publications. 
An additional contribution of this work is to add to the debate about the nature of CS 

research methodologies and how they could or should be taught to students and emerging 
researchers (Demeyer, 2011; Hassani, 2017; Punyabukkana, 2017; Ramesh et al., 2004). 
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